
Believing Others: Pros and ConsAnish Biswas, Sandip Debnath & Sandip SenDepartment of Mathematical & Computer SciencesUniversity of Tulsaabiswas,debnath@euler.mcs.utulsa.edu, sandip@kolkata.mcs.utulsa.eduPhone: 918-631-2985, FAX: 918-631-3077AbstractIn open environments there is no central control overagent behaviors. On the contrary, agents in such sys-tems can be assumed to be primarily driven by selfinterests. Under the assumption that agents remainin the system for signi�cant time periods, or that theagent composition changes only slowly, we have pre-viously presented a prescriptive strategy for promot-ing and sustaining cooperation among self-interestedagents. The adaptive, probabilistic policy we have pre-scribed promotes reciprocative cooperation shown toimprove both individual and group performance in thelong run. In the short run, however, sel�sh agents couldexploit reciprocative agents. In this paper, we evalu-ate the hypothesis that the exploitative tendencies ofsel�sh agents can be e�ectively curbed if reciprocativeagents share their \opinions" of other agents. Sincethe true nature of agents are not known a priori and islearned from experience, believing others can also poseother hazards. We provide a learned trust-based eval-uation function that is shown to resist both individualand concerted deception on the part of sel�sh agents.IntroductionRecently, agent-based-systems (ABSs) have found in-creased usage both in the academia and industry (Brad-shaw 1997; CACM July 1994 issue 1994; CACM March1999 issue 1999; Huhns 1997). Agents provide aparadigm for building systems at a higher level of ab-straction than the object-oriented paradigm. The com-ponent modules of such systems are more complex,more autonomous, and more goal-oriented. Of partic-ular importance is the fact that ABSs can often actproactively to serve the user without explicit guidance.To be successfully adapted as the paradigm of choice,however, ABS technology has to provide more tools andmechanisms to ease the development of such systems,and provide both increased functionality and reliabilitythan can be provided at the current stage.With the burgeoning of agent based electronic com-merce, recommender systems, personal assistant agents,etc. it is becoming increasingly clear that agent systemsmust interact with a variety of information sources in anopen, heterogeneous environment. One of the key fac-tors for successful ABSs of the future would be the ca-

pability to interact with other ABSs and humans in dif-ferent role contexts and over extended periods of time.The ABSs of the future will be situated in a social con-text, playing a variety of roles in di�erent relationshipsand problem solving situations. Borrowing on the socialcliche leveled at humans, we would like to conjecture thefollowing about the agents of the future: Agents mustbe social entities.Research in societal aspects of agent behaviors, unfor-tunately, has been relatively scarce. Whereas economicmodels may provide a basis for structuring agent inter-actions (Wellman 1993), other approaches inspired bynon-monetary relationships (Armstrong & Durfee 1998;Axelrod 1984) may provide more e�ective social rela-tionships in certain situations. We have been inter-ested in agent strategies for interactions with otheragents that can promote cooperation in groups. ourapproach is di�erent from other researchers who havetried to design good social laws that can be imposed onagents (Shoham & Tennenholtz 1992). In particular,we have studied environments where agents stand togain from each other over sustained interactions. Thegoal of our work is to develop strategies that promotecooperation among homogeneous groups and can resistexploitation by malevolent agents. Such strategies canlead to both improved local performance for individ-ual agents and e�ective global behavior for the entiresystem. These are the desirable features for open sys-tems where self-interested agents are required to shareresources.We have developed and analyzed probabilistic reci-procity schemes as strategies to be used by self-interested agents to decide on whether or not to helpother agents (Sen 1996). The goal of this work hasbeen to identify procedures and environments underwhich self-interested agents may �nd it bene�cial tohelp others. We claim that if the group compositionchanges only slowly, and there is sustained interactionbetween the agents. Probabilistic reciprocity strategiesare considerably more sophisticated than determinis-tic reciprocity schemes like tit-for-tat (Axelrod 1984;Cesta & Miceli 1996) and avoids major problems asso-ciated with the latter schemes (Sen 1996).We have experimentally evaluated the probabilistic



reciprocity mechanism in multiagent domains whereagents can exchange tasks with other agents. An agentdecides to help another agent if it does not have too neg-ative a balance with that other agent. The mechanismprovides parameters to set the risk tolerance level ofthe agent designer, i.e., the designer may design agentsthat are ready to help others even with a large negativebalance of help, or design agents that are quick to shunagents with which they have any outstanding balance ofhelp. Our experiments under a variety of environmen-tal conditions, group composition, work estimate di�er-ence, etc. have shown that under prolonged interactionthe probabilistic reciprocity strategy produces close tooptimal individual and group performance. Addition-ally, this strategy is stable against sel�sh intruders, i.e.,in the long run, sel�sh agents perform worse than re-ciprocative agents in a mixed group.We now turn to the focus of the current paper. Eventhough probabilistic reciprocative agents outperformsel�sh agents in mixed groups, they still waste somee�orts in helping out sel�sh agents. This is becausethe reciprocative agents have a bias to initiate helpto promote cooperative relationships in the future. Asel�sh agent can then bene�t from this initial coopera-tive advances from each of the reciprocative agents in amixed group. This is aided by the fact that reciproca-tive agents do not share their experiences or impressionsof the other agents. In other words, there is no \wordsof mouth" transmission of the reputation or reliabilityof the agents in the agent group.A hypothesis that follows easily from the above ob-servation is the following: Sharing of experiences aboutother agents among reciprocative agents will limit theexploitative gains of sel�sh agents. Operationalizingthis hypothesis, however, requires a closer inspection ofthe issues at hand. Since it is not clear a priori who is asel�sh agent and who is a reciprocative agent (otherwisethis whole exercise is moot because accurate identi�ca-tion immediately gives the right strategy to adopt whileinteracting with others), at the outset it is not possibleto limit sharing of experiences only between sel�sh in-dividuals. When an agent Z decides to use informationsupplied by an agent X to decide whether or not to helpagent Y, then believing X can be advantageous or dis-advantageous to Z based on the true nature of X. If Xis sel�sh, it might �nd it useful to taint Y's reputation,and that of other agents, so that Z will consider X tobe a relatively trustworthy agent. As such, we need toaugment the reciprocative agents' strategy to believeonly the agents who are trustworthy. In this paper, weevaluate the e�ectiveness of these strategies in mixedgroups.Reciprocity as an adaptive mechanismThe evolution of cooperative behavior among a groupof self-interested agents have received considerable at-tention among researchers in the social sciences andeconomics community. Researchers in the social sci-ences have focused on the nature of altruism and the

cause for its evolution and sustenance in groups of ani-mals (Krebs 1970; Schmitz 1993; Trivers 1972). Math-ematical biologist and economists have tried to ex-plain the rationality of altruistic behavior in groups ofself-interested agents by proposing various �tness mod-els that analyze the success of altruistic individualsand more importantly the evolution of genetic traitssupporting altruistic behavior (Dugatkin et al. 1994;Nee 1989; Nowak, May, & Sigmund 1995). Our goalin this paper is not to model altruistic behavior in an-imals; so we do not address the issues raised in thesocial science literature on this topic. Our purpose isto propose mechanisms by which cooperation can beencouraged and established in groups of self-interestedagents. To this end, we have to compare and contrastand build upon the work reported by game theoristsand economists on this topic. Space limitations do notpermit a thorough review of the literature. Hence, we�rst identify a common trait in most of this body ofwork that we have surveyed, identify some underlyingproblems with the common trait, and then motivatehow our proposed approach addresses these problems.Most of the work by mathematical biologists oreconomists on the evolution of altruistic behaviordeals with the idealized problem called Prisoner'sdilemma (Rapoport 1989) or some other repetitive,symmetrical, and identical `games'. Some objectionshave already been raised to using such sanitized, ab-stract games for understanding the evolution of com-plex phenomena like reciprocal altruism (Boyd 1988).In the following we analyze in some detail one of theoften-cited work that share the typical assumptionsmade by economists and mathematical biologists, andthen present our own set of suggestions for relaxing therestrictive assumptions made in that work.In a seminal piece of work Robert Axelrod hasshown how stable cooperative behavior can arise in self-interested agents when they adopt a reciprocative at-titude towards each other (Axelrod 1984). The basicassumptions in this work include the following: agentsare interested in maximizing individual utilities and arenot predisposed to help each other; agents in a grouprepeatedly interact over an extended period of time;all interactions are identical (they are playing the same\game" again and again); agents can individually iden-tify other agents and maintain a history of interactionswith other agents; individual agents do not change theirbehavioral strategy over time; composition of agentgroups change infrequently and the changes are minimal(only a few agent leaves and joins a group at a time).Using primarily simulated games, and, to a lesser ex-tent, theoretical analysis, Axelrod convincingly arguesfor the e�ectiveness of simple behavioral rules for a va-riety of agent interactions. Speci�cally, he shows that asimple, deterministic reciprocal scheme of cooperatingwith another agent who has cooperated in the previ-ous interaction (this strategy, for obvious reasons, isreferred to as the tit-for-tat strategy), is quite robustand e�cient in maximizing local utility. Whereas such



a behavioral strategy can be exploited by strategies de-signed for that purpose, in general, the tit-for-tat strat-egy fairs well against a wide variety of other strategies.Two properties of the tit-for-tat strategy deserve specialmention:� if all agents use this strategy, system performance isoptimal,� it is stable against invasion by sel�sh agents (i.e., ifan agent who never returns help is introduced intoa group of tit-for-tat agents, the former cannot ob-tain greater utility than that obtained by tit-for-tatagents).Though Axelrod's work is interesting and convinc-ing, we believe that the assumptions used in his workmakes the results inapplicable in a number of domainsof practical interest. We now analyze some of this crit-ical assumptions, identifying how they are violated indomains of practical interest, and motivate the need foran alternative framework for reciprocal behavior (webelieve the term reciprocal behavior, as compared tothe term altruistic behavior, more appropriately sum-marizes the motivation and mechanism that we use)that avoids these unrealistic assumptions:Initial decision: If the �rst decision is to defect,rather than cooperate, tit-for-tat produces com-pletely sel�sh behavior in homogeneous groups!Symmetrical interactions: Axelrod assumes thatevery interaction is perfectly symmetrical, and thepayo� from cooperation is identical to both parties.More frequently in real-life interactions, a cooperat-ing agent incurs a cost to save some work of anotheragent. While individual interactions are asymmetri-cal, averaging over an ensemble of interactions canput one agent as many times in the position of thebenefactor as in the position of the bene�ciary.Repetition of identical scenarios: It is unlikelythat identical situations will recur in real life.Lack of a measure of work: Since all interactionsare assumed to be identical, there is no need tomeasure the cost of cooperation. Real life scenar-ios present di�ering circumstances which need to becompared based on some common metric.Hence, the simple reciprocative strategy is not themost appropriate strategy to use in most real-life situa-tions because most of the underlying assumptions thatmotivate its use are violated in these situations. Ourproposal is for agents to use a reciprocity-based interac-tion scheme that is based on more realistic assumptions.More speci�cally, we believe that a probabilistic, ratherthan a deterministic reciprocity scheme is more suit-able for real-life problems. Such a scheme should haveat least the following properties:� allow agents to initiate cooperative relationships (thisimplies that it should be able to handle asymmetricalinteractions),� use a mechanism to compare cooperation costs,

� allow agents to be inclined to help someone withwhom it has a favorable balance of help (have re-ceived more help than have o�ered help),� be able to 
exibly adjust inclination to cooperatebased on current work-load (e.g., more inclined tocooperate when less busy, etc.).Probabilistic reciprocityWe assume a multiagent system with N agents. Eachagent is assigned to carry out T tasks. The jth taskassigned to the ith agent is tij, and if agent k carried outthis task independently of other tasks, the cost incurredis Ckij. However, if agent k carried out this task togetherwith its own task tkl, the cost incurred for task tij isCklij . Also, the cost incurred by agent k to carry out itsown task tkl while carrying out task tij for agent i isCkijkl . In this paper, we allow an agent to carry out atask for another agent only in conjunction with anotherof its own tasks.
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Figure 1: Probability distribution for accepting requestfor cooperation.If an agent, k, can carry out the task of another agent,i, with a lower cost than the cost incurred by the agentwho has been assigned that task (Ciij > Cklij ), the �rstagent can cooperate with the second agent by carryingout this task. If agent k decides to help agent i, thenit incurs an extra cost of Cklij but agent i saves a costof Ciij. The obvious question is why should one agentincur any extra cost for another agent. If we consideronly one such decision, cooperation makes little sense.If, however, we look at a collection of such decisions,then reciprocal cooperation can more than compensatefor the immediate cost incurred in helping the otheragent in the current interaction.We now propose a probabilistic decision mechanismthat satis�es the set of criteria for choosing when tohonor a request for help that we described at the endof the previous section. We will de�ne Sik and Wik asrespectively the savings obtained from and extra costincurred by agent i from agent k over all of their previ-ous exchanges. Also, let Bik = Sik�Wik be the balance



of these exchanges (note that, in general, Bik 6= �Bki).The probability that agent k will carry out task tij foragent i while it is carrying out its task tkl is given by:Pr(i; k; j; l) = 11 + expCklij���Ckavg�Bki� ; (1)where Ckavg is the average cost of tasks performed byagent k, and � and � are constants. This gives a sig-moidal probability distribution in which the probabil-ity of helping increases as the balance increases and ismore for less costly tasks. We include the Cavg term be-cause while calculating the probability of helping, rela-tive cost should be more important than absolute cost.We present a sample probability distribution in Fig-ure 1. The constant � can be used to move the prob-ability curve left (more inclined to cooperate) or right(less inclined to cooperate). At the onset of the exper-iments Bki is 0 for all i and k. At this point there isa 0.5 probability that an agent will help another agentby incurring an extra cost of � �Ckavg. The constant �can be used to control the steepness of the curve. Fora very steep curve approximating a step function, anagent will almost always accept cooperation requestswith extra cost less than � � Ckavg, but will rarely ac-cept cooperation requests with an extra cost greaterthan that value. Similar analyses of the e�ects of � and� can be made for any cooperation decision after agentshave experienced a number of exchanges. In essence, �and � can be used to choose a cooperation level (Gold-man & Rosenschein 1994) for the agents. The level ofcooperation or the inclination to help another agent isdynamically adapted with problem solving experience.Over time, an agent will adapt to have di�erent coop-eration levels for di�erent agents.Agent strategiesThere are two types agents that we have used in ourprevious work on which we will expand on in this paper:Sel�sh agents: Agents who will request for coopera-tion but never accept a cooperation request. Sel�shagents can bene�t in the presence of philanthropicagents by exploiting their benevolence.Reciprocative agents: Agents that uses the balanceof cost and savings to stochastically decide whetherto accept a given request for cooperation.The augmentations on these strategies are as follows:Believing reciprocative agents: These are agentswho use not only their own balance with anotheragent, but also the balances as reported by all otheragents when deciding whether or not to provide help.More precisely, in place of using Bki in Equation 1,a believing reciprocative agent k usesPj 6=iBji whilecalculating the probability of helping agent i1.1We assume that while k is deciding to help i it �nds outthe balances that everyone else has with i, but does not aski itself about it. If k were to ask i about its balance withothers, lying agents would be able to easily exploit k.

Earned-Trust based reciprocative agents: Theseagents also use combined balances, but includes bal-ances of only those agents with whom it has a favor-able balance. More precisely, in place of using Bkiin Equation 1, a conservatively trusting reciprocativeagent k uses Pj 6=i^Bkj>0Bji while calculating theprobability of helping agent i.Individual lying sel�sh agents: These agents aredesigned to exploit the fact that believing or trustingreciprocative agents use balances provided by otheragents. These agents reveal false impressions aboutother helpful agents to ruin their reputation. Moreprecisely, when such an agent, j is asked for its bal-ance with another agent i, it reveals B0ji given by:B0ji = C � (�Bji); when Bji > 0= Bji; otherwise,where C is a positive constant. This means thatthe more an agent i helps it, the larger the negativebalance an individual sel�sh agent will report aboutagent i to other agents.Collaborative lying sel�sh agents: Theseagents not only try to spoil the reputation of helpingagents, but also collaboratively bolsters the reputa-tion of other sel�sh agents or agents with whom it haszero balance. More precisely, when such an agent, jis asked for its balance with another agent i, it revealsB0ji given by:B0ji = C � (�Bji); when Bji > 0= P; otherwisewhere C is a positive constant as above and P isa large positive constant. Note that we assumethat since the sel�sh agent never helps anyone, otheragents with whom it has 0 balance is to be treatedas sel�sh agents. This means, initially it treats allagents equivalently. Only when the reciprocativeagents start helping it do these collaborative lyingsel�sh agents turn against them!Experimental resultsIn the simple package delivery problem that we haveused for experimentally evaluating strategies, we as-sume there are N agents, each of which is assigned todeliver T packets. All the packets are located in a cen-tralized depot. The packet destinations are located onone of R di�erent radial �ns, and at a distance between1 and D from the depot. Agents can only move towardsor away from the depot following one of the �ns; theycannot move directly between �ns. On arriving at thedepot, an agent is assigned the next packet it is to de-liver. At this point, it checks if any other agents arecurrently located in the depot. If so, it can ask thoseagents to deliver this packet.The cost of an agent to deliver one of its packets in-dividually is double the distance of the delivery pointfrom the depot. If it carries another package to help



another agent, it incurs one unit of extra cost per unitdistance traveled when it is carrying its own packet andthis extra packet. In addition, if it is overshooting itsown destination to help the other agent, an additionalcost measured as double the distance between the des-tination of its packet and the destination of the otheragent's packet is incurred.In this section, we present experimental results onthe package delivery problem with agents using thereciprocity mechanism described in Section to decidewhether or not to honor a request for cooperation fromanother agent. The number of agents and the numberof packets to be delivered by each agent are chosen tobe 100 and 500 respectively. The other parameters forthe experiments are as follows: R = 4, D = 3, � = 0:75,and � = 0:5. Each of our experiments are run on 10 dif-ferent randomly generated data sets, where a data setconsist of an ordered assignment of package deliveriesto agents. All the agents are assigned the same numberof deliveries. The evaluation metric is the average costincurred by the agents to complete all the deliveries.
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Figure 2: Performance of Reciprocative (R) and Sel�shagents in mixed groups.The �rst set of experiments we report is from ourprevious work where reciprocative and sel�sh agents areevaluated in mixed groups while varying the percentageof sel�sh agents. From the corresponding results pre-sented in Figure 2 we see that though the sel�sh agentsare able to exploit the reciprocative agents somewhat(if they had to deliver all of their packets by themselves,their average distance traveled would be approximately2000), they still cannot outperform the reciprocativeagents for a wide range of group mix. Since exploita-tion by the sel�sh agents adversely a�ects the perfor-mance of the reciprocative agents, we conjectured thatif the reciprocative agents could share their balances,an agent that receives help from others but never helpsback will be identi�ed early by everyone. Such earlyidenti�cation will severely limit the exploitative poten-tial of these sel�sh agents and also enable the recip-rocative agents to perform better by eliminating costincurred in helping these sel�sh agents.In the next set of experiments we evaluated mixed
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Figure 3: Performance of believing Reciprocative(RGB) and Sel�sh agents in mixed groups.groups of believing reciprocative agents and sel�shagents. As we see from the results presented in Figure 3,the sharing of balances does indeed severely restrict theexploitative edge of the sel�sh agents. In groups wherethey are a small minority, they have to do almost all oftheir work by themselves. In groups where they are alarger percentage of the group size, they get some lever-age out of the fact that only few reciprocative agents arepresent to share their balances. As expected, the earlyidenti�cation of sel�sh agents also enable the reciproca-tive agents to improve their performance signi�cantly.The problem with this approach is that since a recip-rocative agent gets balances from everyone else (sinceit does not know a priori which of the others is sel�shor cooperative), the sel�sh agents has the incentive toundermine the process by giving false balances aboutother agents.
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Figure 4: Performance of believing Reciprocative andIndividual lying Sel�sh agents in mixed groups.In the next set of experiments, we experiment withmixed groups of believing reciprocative agents and in-dividual lying sel�sh agents. From Figure 4 we observethat when there are few sel�sh agents, their lying be-havior does not noticeably a�ect the performance ofbelieving reciprocative agents. But as the the percent-



age of such lying agents increases above a threshold ofabout 35%, critical mass of negative information sur-mounts the positive impression created by mutual helpbetween reciprocative agents. At this point the recip-rocative agents stops helping each other, and since theydo not receive any help from sel�sh agents, they endup doing all of their work by themselves. Interest-ingly enough, the lying agents still appear to be ableto get some help from the reciprocative agents. Theother, more sinister, form of lying can occur when self-ish agents collude to not only vilify the reputation ofreciprocative agents, but falsely tout the helpful natureof themselves. The believing reciprocative agent will begullible enough to sway by this false group impressionwhich will even override any negative balance it mighthave with those agents. This is actually the other ex-treme of the e�ect of group balances: instead of rightlyidentifying \bad guys", now one will wrongly identifythe bad guys as \good guys."
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Figure 5: Performance of believing Reciprocative andCollaborative lying Sel�sh agents in mixed groups.In this set of experiments, we experimented withmixed groups of believing reciprocative agents and col-laborative lying sel�sh agents. From Figure 5 we ob-serve that the collaborative lying agents are able toexploit the reciprocative agents quite e�ectively andoverwhelms them when their percentage in the groupis more than about 25%. In contrast to the individ-ually lying agents, the collaborative lying agents notonly cause poor performance of reciprocative agents,but saves itself a lot of problem solving cost by receiv-ing help from the reciprocative agents. It is clear thatcollaborative lying is a threat which if not countered willmake the believing reciprocative strategy unstable. Onecan always revert to using the base reciprocative agent,which does not believe others, and hence is not suscep-tible to either individual or group lying. But then wehave to be happy to concede some non-trivial exploita-tion by even non-lying sel�sh agents. Our conjecturewas to alter the believing reciprocative agent strategyby believing only those agents who have proven to betrustworthy based on past experience. That is, if some-one has consistently been of help, it is reasonable to

believe its opinion. Whereas it is unwise to believesomeone who has not returned help-giving behaviors.We believed that such a learned-trust based reciproca-tive agent strategy may withstand both individual andcollaborative lying by sel�sh agents.
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Figure 6: Performance of learned-Trust based Recip-rocative, R(Trust), and Individual lying Sel�sh, Self-ish(Single), agents in mixed groups.In this set of experiments, we evaluated mixed groupsof learned-Trust based Reciprocative (RGB) and Indi-vidual lying Sel�sh agents. Results presented in Fig-ure 6 show a clear improvement in performance of re-ciprocative agents. When compared with Figure 4, wesee that sel�sh agents get some help from the learned-trust based reciprocative agents compared to believingreciprocative agents. The amount of help received bythe lying sel�sh agents is still much less than what thesel�sh agents received from reciprocative agents in ourprevious work (see Figure 2). An interesting observa-tion is the level of exploitation and hence the perfor-mance of sel�sh and reciprocative agents vary only bya small amount over di�erent group mixes. This setof experiments clearly demonstrated that learned-trustbased reciprocative agents can e�ectively handle lyingsel�sh agents (this also means they will be able to han-dle sel�sh agents who do not lie).In the last set of experiments, we evaluated mixedgroups of earned-trust based reciprocative and collabo-rative lying sel�sh agents. From the results in Figure 7we see that as in the previous case, the learned-trustbased reciprocative agents are able to distinguish be-tween themselves and the lying sel�sh agents. It is in-teresting to note that comparing �gures 6 and 7 we�nd that the collaborative lying agents perform evenworse than individual lying agent when pitted againstthe learned-trust based reciprocative agents. Thus, it isconvincingly demonstrated that the learned-trust basedreciprocative limit exploitation of all the di�erent kindsof sel�sh agents we have studied.
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Figure 7: Performance of learned-Trust based Recip-rocative, R(trust) and Collaborative lying Sel�sh, Self-ish(Comb), agents in mixed groups.Conclusions and Future WorkIn this paper, we consider the e�ects of believing otheragents' opinions when deciding to help an agent. Weevaluate the e�ects of lying sel�sh agents, where bothindividual and group level exploitative schemes maybe used. We study the probabilistic reciprocity basedstrategy to come up with individual and group basedexploitative strategies. These schemes are shown to beable to \invade" a homogeneous group of reciprocativeagents, thus making that strategy non-stable. Whilethe reciprocity based strategy can be augmented byinformation received from other agents to counter in-dividual exploitation by lying sel�sh agents, this aug-mentation is particularly susceptible to group exploita-tion. We introduce an experience based trusting mech-anism for reciprocative agents that is able to success-fully withstand invasion by both individual and grouplevel exploitative schemes. The addition of the trustmechanism then restores the stability of the probabilis-tic reciprocity based strategy.One of our future goals is to analytically capture thedynamics of the evolution of balance of helps in homo-geneous and heterogeneous groups. For example, givena particular group composition and random interactionsbetween members, how do the balances of sel�sh and re-ciprocative agents change as a function of time. Eitherdi�erence or di�erential equation models can be con-structed to represent the dynamics of these societies.In addition to identifying the ascendancy of exploita-tive or cooperative relationships, such models can alsoallow us to identify the formation of demes or workingcoalitions based on interaction histories.ReferencesArmstrong, A. A., and Durfee, E. H. 1998. Mixingand memory: Emergent cooperation in an informationmarketplace. In Proceedings of the Third InternationalConference on Multiagent Systems, 34{41. Los Alami-tos, CA: IEEE Computer Society.

Axelrod, R. 1984. The Evolution of Cooperation. BasicBooks.Boyd, R. 1988. Is the repeated prisoner's dilemma agood model of reciprocal altruism? Ethol. Sociobiology9:211{222.Bradshaw, J. M. 1997. Software Agents. Menlo Park,CA: AAAI Press/The MIT Press.1994. Communications of the ACM, july 1994, volume37, number 7. Special Issue on Intelligent Agents.1999. Communications of the ACM, march 1999, vol-ume 42, number 3. Special Issue on Multiagent Sys-tems on the Net and Agents in E-commerce.Cesta, A., and Miceli, M. 1996. Help under riskyconditions: Robustness of the social attitude and sys-tem performance. In Proceedings of the Second In-ternational Conference on Multiagent Systems, 18{25.Menlo Park, CA: AAAI Press.Dugatkin, L.; Wilson, D.; III, L. F.; and Wilkens, R.1994. Altruism tit for tat and `outlaw' genes. Evolu-tionary Ecology 8:431{437.Goldman, C., and Rosenschein, J. S. 1994. Emer-gent coordination through the use of cooperative state-changing rules. In Proceedings of the Twelfth NationalConference on Arti�cial Intelligence, 408{413.Huhns, M. N. 1997. Readings in Agents. San Fran-cisco, CA: Morgan Kaufmann.Krebs, D. 1970. Altruism { an examination of theconcept and a review of the literature. PsychologicalBulletin 73(4):258{302.Nee, S. 1989. Does hamilton's rule describe the evo-lution of reciprocal altruism? Journal of TheoreticalBiology 141:81{91.Nowak, M.; May, R.; and Sigmund, K. 1995.The arithmetics of mutual help. Scienti�c American272(6):76{81.Rapoport, A. 1989. Prisoner's dilemma. In Eatwell, J.;Milgate, M.; and Newman, P., eds., The New Palgrave:Game Theory. London: Macmillan. 199{204.Schmitz, D. 1993. Reasons for altruism. Social Phi-losophy & Policy 10(1):52{68.Sen, S. 1996. Reciprocity: a foundational principle forpromoting cooperative behavior among self-interestedagents. In Proceedings of the Second InternationalConference on Multiagent Systems, 315{321. MenloPark, CA: AAAI Press.Shoham, Y., and Tennenholtz, M. 1992. On the syn-thesis of useful social laws for arti�cial agent societies(preliminary report). In Proceedings of the NationalConference on Arti�cial Intelligence, 276{281.Trivers, R. 1972. The evolution of reciprocal altruism.Quarterly Review of Biology 46:35{57.Wellman, M. P. 1993. A market-oriented program-ming environment and its application to distributedmulticommodity 
ow problems. Journal of Arti�cialIntelligence Research 1(1):1{22.


