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Abstract

In open environments there is no central control over
agent behaviors. On the contrary, agents in such sys-
tems can be assumed to be primarily driven by self
interests. Under the assumption that agents remain
in the system for significant time periods, or that the
agent composition changes only slowly, we have pre-
viously presented a prescriptive strategy for promot-
ing and sustaining cooperation among self-interested
agents. The adaptive, probabilistic policy we have pre-
scribed promotes reciprocative cooperation shown to
improve both individual and group performance in the
long run. In the short run, however, selfish agents could
exploit reciprocative agents. In this paper, we evalu-
ate the hypothesis that the exploitative tendencies of
selfish agents can be effectively curbed if reciprocative
agents share their “opinions” of other agents. Since
the true nature of agents are not known a priori and is
learned from experience, believing others can also pose
other hazards. We provide a learned trust-based eval-
uation function that is shown to resist both individual
and concerted deception on the part of selfish agents.

Introduction

Recently, agent-based-systems (ABSs) have found in-
creased usage both in the academia and industry (Brad-
shaw 1997; CACM July 1994 issue 1994; CACM March
1999 issue 1999; Huhns 1997). Agents provide a
paradigm for building systems at a higher level of ab-
straction than the object-oriented paradigm. The com-
ponent modules of such systems are more complex,
more autonomous, and more goal-oriented. Of partic-
ular importance is the fact that ABSs can often act
proactively to serve the user without explicit guidance.
To be successfully adapted as the paradigm of choice,
however,; ABS technology has to provide more tools and
mechanisms to ease the development of such systems,
and provide both increased functionality and reliability
than can be provided at the current stage.

With the burgeoning of agent based electronic com-
merce, recommender systems, personal assistant agents,
etc. 1t is becoming increasingly clear that agent systems
must interact with a variety of information sources in an
open, heterogeneous environment. One of the key fac-
tors for successful ABSs of the future would be the ca-

pability to interact with other ABSs and humans in dif-
ferent role contexts and over extended periods of time.
The ABSs of the future will be situated in a social con-
text, playing a variety of roles in different relationships
and problem solving situations. Borrowing on the social
cliche leveled at humans, we would like to conjecture the
following about the agents of the future: Agents must
be social entities.

Research in societal aspects of agent behaviors, unfor-
tunately, has been relatively scarce. Whereas economic
models may provide a basis for structuring agent inter-
actions (Wellman 1993), other approaches inspired by
non-monetary relationships (Armstrong & Durfee 1998;
Axelrod 1984) may provide more effective social rela-
tionships in certain situations. We have been inter-
ested in agent strategies for interactions with other
agents that can promote cooperation in groups. our
approach is different from other researchers who have
tried to design good social laws that can be imposed on
agents (Shoham & Tennenholtz 1992). In particular,
we have studied environments where agents stand to
gain from each other over sustained interactions. The
goal of our work is to develop strategies that promote
cooperation among homogeneous groups and can resist
exploitation by malevolent agents. Such strategies can
lead to both improved local performance for individ-
ual agents and effective global behavior for the entire
system. These are the desirable features for open sys-
tems where self-interested agents are required to share
resources.

We have developed and analyzed probabilistic reci-
procity schemes as strategies to be used by self-
interested agents to decide on whether or not to help
other agents (Sen 1996). The goal of this work has
been to identify procedures and environments under
which self-interested agents may find it beneficial to
help others. We claim that if the group composition
changes only slowly, and there is sustained interaction
between the agents. Probabilistic reciprocity strategies
are considerably more sophisticated than determinis-
tic reciprocity schemes like tit-for-tat (Axelrod 1984;
Cesta & Miceli 1996) and avoids major problems asso-
ciated with the latter schemes (Sen 1996).

We have experimentally evaluated the probabilistic



reciprocity mechanism in multiagent domains where
agents can exchange tasks with other agents. An agent
decides to help another agent if it does not have too neg-
ative a balance with that other agent. The mechanism
provides parameters to set the risk tolerance level of
the agent designer, i.e., the designer may design agents
that are ready to help others even with a large negative
balance of help, or design agents that are quick to shun
agents with which they have any outstanding balance of
help. Our experiments under a variety of environmen-
tal conditions, group composition, work estimate differ-
ence, etc. have shown that under prolonged interaction
the probabilistic reciprocity strategy produces close to
optimal individual and group performance. Addition-
ally, this strategy is stable against selfish intruders, i.e.,
in the long run, selfish agents perform worse than re-
ciprocative agents in a mixed group.

We now turn to the focus of the current paper. Even
though probabilistic reciprocative agents outperform
selfish agents in mixed groups, they still waste some
efforts in helping out selfish agents. This is because
the reciprocative agents have a bias to initiate help
to promote cooperative relationships in the future. A
selfish agent can then benefit from this initial coopera-
tive advances from each of the reciprocative agents in a
mixed group. This is aided by the fact that reciproca-
tive agents do not share their experiences or impressions
of the other agents. In other words, there is no “words
of mouth” transmission of the reputation or reliability
of the agents in the agent group.

A hypothesis that follows easily from the above ob-
servation is the following: Sharing of experiences about
other agents among reciprocative agents will limit the
exploitative gains of selfish agents. Operationalizing
this hypothesis, however, requires a closer inspection of
the issues at hand. Since it is not clear a priori who is a
selfish agent and who is a reciprocative agent (otherwise
this whole exercise is moot because accurate identifica-
tion immediately gives the right strategy to adopt while
interacting with others), at the outset it is not possible
to limit sharing of experiences only between selfish in-
dividuals. When an agent Z decides to use information
supplied by an agent X to decide whether or not to help
agent Y, then believing X can be advantageous or dis-
advantageous to Z based on the true nature of X. If X
is selfish, 1t might find i1t useful to taint Y’s reputation,
and that of other agents, so that Z will consider X to
be a relatively trustworthy agent. As such, we need to
augment the reciprocative agents’ strategy to believe
only the agents who are trustworthy. In this paper, we
evaluate the effectiveness of these strategies in mixed
groups.

Reciprocity as an adaptive mechanism

The evolution of cooperative behavior among a group
of self-interested agents have received considerable at-
tention among researchers in the social sciences and
economics community. Researchers in the social sci-
ences have focused on the nature of altruism and the

cause for its evolution and sustenance in groups of ani-
mals (Krebs 1970; Schmitz 1993; Trivers 1972). Math-
ematical biologist and economists have tried to ex-
plain the rationality of altruistic behavior in groups of
self-interested agents by proposing various fitness mod-
els that analyze the success of altruistic individuals
and more importantly the evolution of genetic traits
supporting altruistic behavior (Dugatkin et al. 1994;
Nee 1989; Nowak, May, & Sigmund 1995). Our goal
in this paper is not to model altruistic behavior in an-
imals; so we do not address the issues raised in the
social science literature on this topic. Our purpose is
to propose mechanisms by which cooperation can be
encouraged and established in groups of self-interested
agents. To this end, we have to compare and contrast
and build upon the work reported by game theorists
and economists on this topic. Space limitations do not
permit a thorough review of the literature. Hence, we
first identify a common trait in most of this body of
work that we have surveyed, identify some underlying
problems with the common trait, and then motivate
how our proposed approach addresses these problems.

Most of the work by mathematical biologists or
economists on the evolution of altruistic behavior
deals with the idealized problem called Prisoner’s
dilemma (Rapoport 1989) or some other repetitive,
symmetrical, and identical ‘games’. Some objections
have already been raised to using such sanitized, ab-
stract games for understanding the evolution of com-
plex phenomena like reciprocal altruism (Boyd 1988).
In the following we analyze in some detail one of the
often-cited work that share the typical assumptions
made by economists and mathematical biologists, and
then present our own set of suggestions for relaxing the
restrictive assumptions made in that work.

In a seminal piece of work Robert Axelrod has
shown how stable cooperative behavior can arise in self-
interested agents when they adopt a reciprocative at-
titude towards each other (Axelrod 1984). The basic
assumptions in this work include the following: agents
are interested in maximizing individual utilities and are
not predisposed to help each other; agents in a group
repeatedly interact over an extended period of time;
all interactions are identical (they are playing the same
“game” again and again); agents can individually iden-
tify other agents and maintain a history of interactions
with other agents; individual agents do not change their
behavioral strategy over time; composition of agent
groups change infrequently and the changes are minimal
(only a few agent leaves and joins a group at a time).
Using primarily simulated games, and, to a lesser ex-
tent, theoretical analysis, Axelrod convincingly argues
for the effectiveness of simple behavioral rules for a va-
riety of agent interactions. Specifically, he shows that a
simple, deterministic reciprocal scheme of cooperating
with another agent who has cooperated in the previ-
ous interaction (this strategy, for obvious reasons, is
referred to as the tit-for-tat strategy), is quite robust
and efficient in maximizing local utility. Whereas such



a behavioral strategy can be exploited by strategies de-
signed for that purpose, in general, the tit-for-tat strat-
egy fairs well against a wide variety of other strategies.
Two properties of the tit-for-tat strategy deserve special
mention:

o if all agents use this strategy, system performance is
optimal,

e it is stable against invasion by selfish agents (i.e., if
an agent who never returns help is introduced into

a group of tit-for-tat agents, the former cannot ob-

tain greater utility than that obtained by tit-for-tat

agents).

Though Axelrod’s work is interesting and convinc-
ing, we believe that the assumptions used in his work
makes the results inapplicable in a number of domains
of practical interest. We now analyze some of this crit-
ical assumptions, identifying how they are violated in
domains of practical interest, and motivate the need for
an alternative framework for reciprocal behavior (we
believe the term reciprocal behavior, as compared to
the term altruistic behavior, more appropriately sum-
marizes the motivation and mechanism that we use)
that avoids these unrealistic assumptions:

Initial decision: If the first decision is to defect,
rather than cooperate, tit-for-tat produces com-
pletely selfish behavior in homogeneous groups!

Symmetrical interactions: Axelrod assumes that
every interaction is perfectly symmetrical, and the
payoff from cooperation 1is identical to both parties.
More frequently in real-life interactions, a cooperat-
ing agent incurs a cost to save some work of another
agent. While individual interactions are asymmetri-
cal, averaging over an ensemble of interactions can
put one agent as many times in the position of the
benefactor as in the position of the beneficiary.

Repetition of identical scenarios: It is unlikely
that identical situations will recur in real life.

Lack of a measure of work: Since all interactions
are assumed to be identical, there is no need to
measure the cost of cooperation. Real life scenar-
10s present differing circumstances which need to be
compared based on some common metric.

Hence, the simple reciprocative strategy is not the
most appropriate strategy to use in most real-life situa-
tions because most of the underlying assumptions that
motivate its use are violated in these situations. Our
proposal is for agents to use a reciprocity-based interac-
tion scheme that 1s based on more realistic assumptions.
More specifically, we believe that a probabilistic, rather
than a deterministic reciprocity scheme is more suit-
able for real-life problems. Such a scheme should have
at least the following properties:

o allow agents to initiate cooperative relationships (this
implies that it should be able to handle asymmetrical
interactions),

e use a mechanism to compare cooperation costs,

e allow agents to be inclined to help someone with
whom it has a favorable balance of help (have re-
ceived more help than have offered help),

e be able to flexibly adjust inclination to cooperate
based on current work-load (e.g., more inclined to
cooperate when less busy, etc.).

Probabilistic reciprocity

We assume a multiagent system with N agents. Each
agent is assigned to carry out 7' tasks. The jth task
assigned to the ¢th agent is ¢;;, and if agent % carried out
this task independently of other tasks, the cost incurred
1s C’fy However, if agent k carried out this task together
with its own task tz;, the cost incurred for task #;; is
C’fjl. Also, the cost incurred by agent & to carry out its
own task tz; while carrying out task ¢;; for agent ¢ is
C’:ZJ. In this paper, we allow an agent to carry out a
task for another agent only in conjunction with another
of its own tasks.
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Figure 1: Probability distribution for accepting request
for cooperation.

If an agent, &, can carry out the task of another agent,
i, with a lower cost than the cost incurred by the agent
who has been assigned that task (C}; > CH), the first
agent can cooperate with the second agent ]b carrying
out this task. If agent k& decides to help agent 7, then
it incurs an extra cost of C’fjl but agent ¢ saves a cost

of C’fj. The obvious question is why should one agent
incur any extra cost for another agent. If we consider
only one such decision, cooperation makes little sense.
If, however, we look at a collection of such decisions,
then reciprocal cooperation can more than compensate
for the immediate cost incurred in helping the other
agent in the current interaction.

We now propose a probabilistic decision mechanism
that satisfies the set of criteria for choosing when to
honor a request for help that we described at the end
of the previous section. We will define S;; and W as
respectively the savings obtained from and extra cost
incurred by agent i from agent k over all of their previ-
ous exchanges. Also, let By, = Sjx — Wi be the balance



of these exchanges (note that, in general, B, # —Bgi).
The probability that agent & will carry out task ¢;; for
agent ¢ while 1t is carrying out its task ¢g; is given by:

L 1
Pri k= ()
l+exp—™ =
where C’fvg is the average cost of tasks performed by

agent k, and 8 and 7 are constants. This gives a sig-
moidal probability distribution in which the probabil-
ity of helping increases as the balance increases and is
more for less costly tasks. We include the Cyyq term be-
cause while calculating the probability of helping, rela-
tive cost should be more important than absolute cost.

We present a sample probability distribution in Fig-
ure 1. The constant 5 can be used to move the prob-
ability curve left (more inclined to cooperate) or right
(less inclined to cooperate). At the onset of the exper-
iments Bg; 1s 0 for all 7 and k. At this point there 1s
a 0.5 probability that an agent will help another agent
by incurring an extra cost of 3 * C’fvg. The constant 7
can be used to control the steepness of the curve. For
a very steep curve approximating a step function, an
agent will almost always accept cooperation requests
with extra cost less than 3 C’fjvg, but will rarely ac-
cept cooperation requests with an extra cost greater
than that value. Similar analyses of the effects of 5 and
7 can be made for any cooperation decision after agents
have experienced a number of exchanges. In essence, g
and 7 can be used to choose a cooperation level (Gold-
man & Rosenschein 1994) for the agents. The level of
cooperation or the inclination to help another agent is
dynamically adapted with problem solving experience.
Over time, an agent will adapt to have different coop-
eration levels for different agents.

Agent strategies

There are two types agents that we have used in our
previous work on which we will expand on in this paper:

Selfish agents: Agents who will request for coopera-
tion but never accept a cooperation request. Selfish
agents can benefit in the presence of philanthropic
agents by exploiting their benevolence.

Reciprocative agents: Agents that uses the balance
of cost and savings to stochastically decide whether
to accept a given request for cooperation.

The augmentations on these strategies are as follows:

Believing reciprocative agents: These are agents
who use not only their own balance with another
agent, but also the balances as reported by all other
agents when deciding whether or not to provide help.
More precisely, in place of using By; in Equation 1,
a believing reciprocative agent k uses Zj# Bj; while
calculating the probability of helping agent 3.

'We assume that while k is deciding to help 1 it finds out
the balances that everyone else has with ¢, but does not ask
1 1tself about it. If k were to ask ¢ about its balance with
others, lying agents would be able to easily exploit k.

Earned-Trust based reciprocative agents: These
agents also use combined balances, but includes bal-
ances of only those agents with whom it has a favor-
able balance. More precisely, in place of using By
in Equation 1, a conservatively trusting reciprocative
agent k uses Zj;ﬁi/\Bkj>OBji while calculating the
probability of helping agent <.

Individual lying selfish agents: These agents are
designed to exploit the fact that believing or trusting
reciprocative agents use balances provided by other
agents. These agents reveal false impressions about
other helpful agents to ruin their reputation. More
precisely, when such an agent, j is asked for its bal-
ance with another agent i, it reveals B}Z» given by:

B}Z» = Cx(—Bj;), when Bj; >0
= Bj;, otherwise,

where C' is a positive constant. This means that
the more an agent ¢ helps it, the larger the negative
balance an individual selfish agent will report about
agent ¢ to other agents.

Collaborative lying selfish agents: These
agents not only try to spoil the reputation of helping
agents, but also collaboratively bolsters the reputa-
tion of other selfish agents or agents with whom it has
zero balance. More precisely, when such an agent, j
is asked for its balance with another agent ¢, 1t reveals
B, given by:

B}Z» = Cx(—Bj;), when Bj; >0
= P, otherwise

where C' is a positive constant as above and P is
a large positive constant. Note that we assume
that since the selfish agent never helps anyone, other
agents with whom it has 0 balance is to be treated
as selfish agents. This means, nitially it treats all
agents equivalently. Only when the reciprocative
agents start helping it do these collaborative lying
selfish agents turn against them!

Experimental results

In the simple package delivery problem that we have
used for experimentally evaluating strategies, we as-
sume there are N agents, each of which is assigned to
deliver T" packets. All the packets are located in a cen-
tralized depot. The packet destinations are located on
one of R different radial fins, and at a distance between
1 and D from the depot. Agents can only move towards
or away from the depot following one of the fins; they
cannot move directly between fins. On arriving at the
depot, an agent is assigned the next packet it is to de-
liver. At this point, it checks if any other agents are
currently located in the depot. If so, it can ask those
agents to deliver this packet.

The cost of an agent to deliver one of its packets in-
dividually i1s double the distance of the delivery point
from the depot. If it carries another package to help



another agent, it incurs one unit of extra cost per unit
distance traveled when it is carrying its own packet and
this extra packet. In addition, if it is overshooting its
own destination to help the other agent, an additional
cost measured as double the distance between the des-
tination of its packet and the destination of the other
agent’s packet is incurred.

In this section, we present experimental results on
the package delivery problem with agents using the
reciprocity mechanism described in Section to decide
whether or not to honor a request for cooperation from
another agent. The number of agents and the number
of packets to be delivered by each agent are chosen to
be 100 and 500 respectively. The other parameters for
the experiments are as follows: R =4, D =3, 7 = 0.75,
and 7 = 0.5. Each of our experiments are run on 10 dif-
ferent randomly generated data sets, where a data set
consist of an ordered assignment of package deliveries
to agents. All the agents are assigned the same number
of deliveries. The evaluation metric is the average cost
incurred by the agents to complete all the deliveries.
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Figure 2: Performance of Reciprocative (R) and Selfish
agents in mixed groups.

The first set of experiments we report is from our
previous work where reciprocative and selfish agents are
evaluated in mixed groups while varying the percentage
of selfish agents. From the corresponding results pre-
sented in Figure 2 we see that though the selfish agents
are able to exploit the reciprocative agents somewhat
(if they had to deliver all of their packets by themselves,
their average distance traveled would be approximately
2000), they still cannot outperform the reciprocative
agents for a wide range of group mix. Since exploita-
tion by the selfish agents adversely affects the perfor-
mance of the reciprocative agents, we conjectured that
if the reciprocative agents could share their balances,
an agent that receives help from others but never helps
back will be identified early by everyone. Such early
identification will severely limit the exploitative poten-
tial of these selfish agents and also enable the recip-
rocative agents to perform better by eliminating cost
incurred in helping these selfish agents.

In the next set of experiments we evaluated mixed
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Figure 3: Performance of believing Reciprocative

(RGB) and Selfish agents in mixed groups.

groups of believing reciprocative agents and selfish
agents. As we see from the results presented in Figure 3,
the sharing of balances does indeed severely restrict the
exploitative edge of the selfish agents. In groups where
they are a small minority, they have to do almost all of
their work by themselves. In groups where they are a
larger percentage of the group size, they get some lever-
age out of the fact that only few reciprocative agents are
present to share their balances. As expected, the early
identification of selfish agents also enable the reciproca-
tive agents to improve their performance significantly.
The problem with this approach is that since a recip-
rocative agent gets balances from everyone else (since
it does not know a priori which of the others is selfish
or cooperative), the selfish agents has the incentive to
undermine the process by giving false balances about
other agents.

2000 ————r—— = = E— ‘ ‘
A ——
Selfish(Single) -+~
1800 - i
B
T 1600 | i
g
8
8
h]
S 1400 i
3
1200 - i
1000 : ! y ‘ ‘ ‘ :
10 15 20 “0 ® %

25 30 35
percentage of selfishness

Figure 4: Performance of believing Reciprocative and
Individual lying Selfish agents in mixed groups.

In the next set of experiments, we experiment with
mixed groups of believing reciprocative agents and in-
dividual lying selfish agents. From Figure 4 we observe
that when there are few selfish agents, their lying be-
havior does not noticeably affect the performance of
believing reciprocative agents. But as the the percent-



age of such lying agents increases above a threshold of
about 35%, critical mass of negative information sur-
mounts the positive impression created by mutual help
between reciprocative agents. At this point the recip-
rocative agents stops helping each other, and since they
do not receive any help from selfish agents, they end
up doing all of their work by themselves. Interest-
ingly enough, the lying agents still appear to be able
to get some help from the reciprocative agents. The
other, more sinister, form of lying can occur when self-
ish agents collude to not only vilify the reputation of
reciprocative agents, but falsely tout the helpful nature
of themselves. The believing reciprocative agent will be
gullible enough to sway by this false group impression
which will even override any negative balance it might
have with those agents. This is actually the other ex-
treme of the effect of group balances: instead of rightly
identifying “bad guys”, now one will wrongly identify
the bad guys as “good guys.”
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Figure 5: Performance of believing Reciprocative and
Collaborative lying Selfish agents in mixed groups.

In this set of experiments, we experimented with
mixed groups of believing reciprocative agents and col-
laborative lying selfish agents. From Figure 5 we ob-
serve that the collaborative lying agents are able to
exploit the reciprocative agents quite effectively and
overwhelms them when their percentage in the group
is more than about 25%. In contrast to the individ-
ually lying agents, the collaborative lying agents not
only cause poor performance of reciprocative agents,
but saves itself a lot of problem solving cost by receiv-
ing help from the reciprocative agents. It is clear that
collaborative lying is a threat which if not countered will
make the believing reciprocative strategy unstable. One
can always revert to using the base reciprocative agent,
which does not believe others, and hence is not suscep-
tible to either individual or group lying. But then we
have to be happy to concede some non-trivial exploita-
tion by even non-lying selfish agents. Our conjecture
was to alter the believing reciprocative agent strategy
by believing only those agents who have proven to be
trustworthy based on past experience. That is, if some-
one has consistently been of help, it is reasonable to

believe its opinion. Whereas it is unwise to believe
someone who has not returned help-giving behaviors.
We believed that such a learned-trust based reciproca-
tive agent strategy may withstand both individual and
collaborative lying by selfish agents.
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Figure 6: Performance of learned-Trust based Recip-
rocative, R(Trust), and Individual lying Selfish, Self-
ish(Single), agents in mixed groups.

In this set of experiments, we evaluated mixed groups
of learned-Trust based Reciprocative (RGB) and Indi-
vidual lying Selfish agents. Results presented in Fig-
ure 6 show a clear improvement in performance of re-
ciprocative agents. When compared with Figure 4, we
see that selfish agents get some help from the learned-
trust based reciprocative agents compared to believing
reciprocative agents. The amount of help received by
the lying selfish agents is still much less than what the
selfish agents received from reciprocative agents in our
previous work (see Figure 2). An interesting observa-
tion is the level of exploitation and hence the perfor-
mance of selfish and reciprocative agents vary only by
a small amount over different group mixes. This set
of experiments clearly demonstrated that learned-trust
based reciprocative agents can effectively handle lying
selfish agents (this also means they will be able to han-
dle selfish agents who do not lie).

In the last set of experiments, we evaluated mixed
groups of earned-trust based reciprocative and collabo-
rative lying selfish agents. From the results in Figure 7
we see that as in the previous case, the learned-trust
based reciprocative agents are able to distinguish be-
tween themselves and the lying selfish agents. It 1s in-
teresting to note that comparing figures 6 and 7 we
find that the collaborative lying agents perform even
worse than individual lying agent when pitted against
the learned-trust based reciprocative agents. Thus, it is
convincingly demonstrated that the learned-trust based
reciprocative limit exploitation of all the different kinds
of selfish agents we have studied.
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Figure 7: Performance of learned-Trust based Recip-
rocative, R(trust) and Collaborative lying Selfish, Self-
ish(Comb), agents in mixed groups.

Conclusions and Future Work

In this paper, we consider the effects of believing other
agents’ opinions when deciding to help an agent. We
evaluate the effects of lying selfish agents, where both
individual and group level exploitative schemes may
be used. We study the probabilistic reciprocity based
strategy to come up with individual and group based
exploitative strategies. These schemes are shown to be
able to “invade” a homogeneous group of reciprocative
agents, thus making that strategy non-stable. While
the reciprocity based strategy can be augmented by
information received from other agents to counter in-
dividual exploitation by lying selfish agents, this aug-
mentation is particularly susceptible to group exploita-
tion. We introduce an experience based trusting mech-
anism for reciprocative agents that is able to success-
fully withstand invasion by both individual and group
level exploitative schemes. The addition of the trust
mechanism then restores the stability of the probabilis-
tic reciprocity based strategy.

One of our future goals is to analytically capture the
dynamics of the evolution of balance of helps in homo-
geneous and heterogeneous groups. For example, given
a particular group composition and random interactions
between members, how do the balances of selfish and re-
ciprocative agents change as a function of time. Either
difference or differential equation models can be con-
structed to represent the dynamics of these societies.
In addition to identifying the ascendancy of exploita-
tive or cooperative relationships, such models can also
allow us to identify the formation of demes or working
coalitions based on interaction histories.
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