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ABSTRACT

It is difficult to reach optimal outcomes in bilateral negotia-
tions with multiple issues when the agents’ preferences and
priorities of the issues are not common knowledge. Self-
interested agents often end up negotiating inefficient agree-
ments in such situations. Some existing multiagent negotia-
tion frameworks involve agents revealing their preferences to
a trusted mediator. But in real-life situations, such a third
party, trusted by both the agents may not be found. We
design a protocol for bilateral multi-issue negotiation. This
protocol guarantees envy-free and Pareto optimal agreement
with minimum revelation of their preferences when both ne-
gotiators are rational and have the same ordinal preferences.
This protocol also leads rational agents to envy-free and
near-optimal solution in all cases.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms

Performance

Keywords

Negotiation, multi-issue, efficiency

1. INTRODUCTION

Negotiation is the most well-known approach for resolv-
ing conflicts in human and agent societies. With the rapid
growth of E-commerce, research in automated negotiation
has become increasingly important [4]. In automated ne-
gotiation, agents negotiate contracts on behalf of real-life
negotiating parties they represent. An agent can negotiate
resources and services with other agents or humans. Agents
may bargain over a single issue of contention, but negotia-
tions often involve bargaining over multiple issues [5], which
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may or may not be correlated. The issues are considered to
be correlated if the utility of one issue depends on the con-
sumption of any other issue(s). In this paper, we consider
one-time negotiations with two agents negotiating over mul-
tiple, unrelated issues. We assume that the participating
agents have no a priori knowledge about the preferences of
the other agent. This situation is common in E-commerce
negotiations, where the number and diversity of agents is so
large that an agent may not have any estimate about the
preferences of any particular agent it is negotiating with.

A negotiation process can be distributive or integrative in
nature. In a distributive negotiation scenario, a gain for one
participant implies a loss for the other. In integrative nego-
tiation, agents can reach outcomes that are mutually ben-
eficial. A single issue negotiation is usually a distributive
negotiation. Multi-issue negotiations, on the other hand,
where the ordinal and cardinal preferences are different, are
integrative negotiations. In multi-issue negotiation, agents
with known, divergent preferences can cooperate to reach
agreements beneficial for both agents. But when the prefer-
ences are not known, using existing protocols, self-interested
agents often fail to explore win-win possibilities and end up
with inefficient agreements. By efficient or optimal solution,
we refer to a solution which is envy-free and Pareto opti-
mal [1].

Existing research shows that, if the agents are willing to
reveal their complete preferences, it is possible to reach an
efficient solution [3, 5]. If the agents, however, are unwilling
to reveal their preferences at all, rational agents will end up
with an equal split solution®, which is not Pareto optimal
unless both agents have identical preferences. So, there ex-
ists an efficiency-revelation trade-off. Our goal in this paper
is to find out effective protocols for bilateral, multi-issue ne-
gotiation that can lead the participating agents to optimal
or near-optimal outcomes while revealing only minimal in-
formation. Our work has some similarity with the work on
contract negotiation by Sandholm [6] and Endriss et al [2]
in the context of task allocation, where agents negotiate to
reallocate tasks. But they want to identify, under complete
information, necessary deals or exchanges required among
agents to reach efficient allocation from an arbitrary initial
allocation. We, on the contrary, want to find mechanisms
that lead agents, without any prior information about oppo-
nent’s preferences, to efficient outcomes without any third
party intervention.

'Bach agent gets exactly half of each issue.
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2. NEGOTIATION FRAMEWORK

We formally describe a representative negotiation scenario
for allocation of available resources as a 3-tuple (A, R,U),
where A = {A1, A2} is the set of agents, R is the resource
whose allocation is being negotiated, and U = {U1,Us} is
the set of utility functions, where U; is the utility function of
agent i. The resource R = {r1,r2,...,rg} has H > 2 com-
ponents and we assume that one continuously divisible unit
of each component is available for allocation. Each compo-
nent can be considered as a negotiation issue. Henceforth
we will use the terms “component” and “issue” interchange-
ably. The negotiating agents must agree on the allocation of
each component of the resource. An agent wants to obtain
the entire unit of each components and some components are
more important to it than others. Each agent has a complete
preference order over the different components, which is not
known to the other agent. Each agent can only assume that
other agent is rational and maximizes its utility.

We now define some terms formally:

Outcome: An outcome O is an allocation of the resource
components to different agents. Formally, O : R —

]R[Qoxlf]l, where ]R[Qoxlf]l is a 2 x H matrix, whose (4,j)
cell, z7 € [0,1], presents agent i’s allocation of the

4" resource or component such that :cloj + J:QOJ- < 1.

If the agents cannot reach an agreement, they receive
no share of the component, i.e., m?j = 0 for all 7 and
j. Otherwise, Zle ) =1, for j € {1,...,H}, i.e.,
each component is exhaustively partitioned between
the agents.

Total preference information: This is the relative im-
portance of all the issues to a particular agent. For
any agent i, total preference information is given by
{wi1, ..., wig}, where w;; > 0 and Zle w;; = 1. This
is an agent’s private information.

Utility: For agent 4, utility of an outcome O, is defined
as:

H
J=1

Pareto optimality: An outcome O is Pareto optimal, if
there exists no other outcome O’ such that all agent’s
utility in O’ is at least as good as their utility in O and
at least one agent’s utility is more in O’. If outcome O
is Pareto optimal, then there cannot exist any outcome
O’ such that, U > UP for both i = 1,2 and U°" >
UP for at least one i.

Envy-free: An outcome is envy-free, if and only if each
agent’s total utility for its own share is at least as
much as its utility for the share assigned to the other
agent [1].

3. PROPOSED NEGOTIATIONPROTOCOL

In this section, we present the protocol that guarantees
envy-free and Pareto optimal outcomes to two rational agents
negotiating over multiple issues if their ordinal preferences
are same. We refer to this protocol as the protocol leading
to Pareto Optimal Solution through Equivalence (POSE).

3.1 POSE Protocol

In this protocol, two agents interact with a commonly ob-
servable random device. Two agents are negotiating over
H > 2 components where each component has one continu-
ously divisible unit. The protocol is as follows:

Step 1: Number the components from 1 to H and for each
component the unit is initially split in equal halves
between the two agents. Hence, each agent possesses
0.5 unit of all the components. Let, D} is Agent A;’s
current possession of component ¢. So, initially, Di =
0.5, forallt=1...H,and i=1,2.

Step 2: The random device chooses one of the two agents,
S, to start. Let the set of components yet to be nego-
tiated be G. Initially, G = R.

Step 3: Now, S will choose one of the remaining compo-
nents from G, say C, and propose an exchange offer
E(C,Qc). The offer means that S is ready to trade
Qc units of each of the G — {C'} components for one
unit of C.

Step 4: The other agent, say S’, can choose whichever of
the options it prefers: either one unit of component
C' or Q¢ units of each of the components in the set
G- {C}.
For S’, one unit of C' produces wgr¢ utility and Q¢
unit of each of the remaining G — {C'} components
together produces ZjeG—{C} Qc *xwg; utility. S will
choose whichever one is more profitable to it. Dg and

DE =1- Dg/ are the amount or unit of component
C currently possessed by agent S and S’ respectively.

If S’ prefers C, then it can earn up to (1 — Dg) unit
of C in exchange of its own {(1 — Dg) * Qc} unit
of each component in G — {C}. But if {(1 — Dg) *
Qc} > Dfécf{C}: then the entire exchange is not
possible?. In this situation S’ can give Dfécf{c} unit

S/
of each component in G — {C'} and earn Daeo—qoy
unit of C' in return. On the other hand if it chooses
the other option, it will receive {(1—DZ)*Qc} unit of
each component in G — {C} from S and S will receive
(1= DE) unit of C from S’ and thereby own the entire
unit of C. Similar to the earlier case, if {(1 — DZ) *
Qc} > Dfecf{cp S" will receive Dgecf{c} unit of

DS
each component in G — {C'} and give %7{0} unit
of C to S. D{, values are updated accordingly to present

agent i’s current possession of component a.

Step 5: The roles of agents S and S’ are swapped and G
is changed to G — {C}. If |G| > 1 return to Step 3,
Otherwise stop. The final allocation is given by x;; =
D}, where x;; is the agent 4’s possession of component
.

In this protocol, agents only alternatively reveal their par-
tial preference information.

2Since all the remaining issues are taken together for every
exchange, for each agent, its possession of each of the issues

yet to be negotiated will be same, i.e., for any agent S, D5
is same for all a € G — {C}.
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Proposition 1: In POSE protocol rational agents produce
an envy-free, Pareto-optimal solution if they have iden-
tical ordinal preferences®.

3.1.1 Rational strategy of agentsin POSE

Now we analyze an agent’s rational behavior when using
the POSE protocol for negotiation. The negotiation strategy
consists of two decisions. First, when an agent is proposing
an exchange offer, denoted by E, which component, C, will
it choose and what should be corresponding exchange ra-
tio, Qc. The other decision by an agent involves selecting
between two options proposed by the other agent.

Statement 1: When an agent has to select between two
options, it will choose the one with higher utility.

Proposition 2: While proposing, an agent i, should choose
the component C' such that, C = argminjeq(wi;) and
should propose a ratio Qc, such that

Z wij *QC.

jeG—{C}

wic =

An agent proposes, according to its true preference, its
least preferred option from the remaining issues.

3.1.2 Anexample

Let us illustrate the protocol with an example: two ra-
tional agents A; and As are negotiating for a resource with
three components. One unit of each of the three compo-
nents are available for negotiation. Suppose ordinal prefer-
ences of both the agents are same and their total preference
is given by {0.1,0.4,0.5} and {0.2,0.3,0.5} respectively. So,
w1 < w2 < w;s for both the agents ¢ = 1, 2. Initially each of
the components is divided equally between the two agents,
i.e., each agent receives 0.5 unit of each component. Now,
suppose, the random device chooses Az as the first agent
(denoted by S in the POSE protocol). Then A; will choose
the first issue to propose as this issue has the least relative
weight to A2 and it proposes an offer E(1, % = 0.25)
to Ai. So, As is willing to trade 0.25 units of each of com-
ponents 2 and 3 for one unit of component 1. For A;, 0.25
unit of components 2 and 3 together is of higher utility than
one unit of component 1. So, it will exchange its posses-
sion of 0.5 unit of component 1 for 0.25 % 0.5 = 0.125 units
of components 2 and 3 from As. So, after this exchange,
the possession of components is {0, 0.625,0.625} for A, and
{1,0.375,0.375} for A3 and the set of issues which are yet to
be negotiated is {2,3}. Now it is Ay’s turn to propose and
it chooses component 2, its least preferred issue among the
remaining issues and offers E(2, % = 0.8). Az prefers 0.8
units of component 3 than one unit of component 2. As has
0.375 unit of component 2. So, it will relinquish 0.375 unit
of component 2 and receive 0.375 % 0.8 = 0.3 unit of com-
ponent 3 from A;. So, after this exchange the possessions
of A; and A3 are {0,1,0.325} and {1,0,0.675}, respectively.
The utility of A1 and Az are 0.5625 and 0.5375, respectively.
Now, the number of issues left to be negotiated is one. So,
we stop this process and we claim that this allocation of
the units is Pareto optimal as one agent’s utility cannot be
improved without decreasing the other agent’s utility. In

3We exclude the proof of the propositions due to space lim-
itation.

Pareto frontier

P2 = (0.5445. 0.5555) |

- P1 = (0.5625, 0.5375)

o.a | —

Figure 1: Bargaining solutions when weight of agent
1is {0.1,0.4,0.5} and weight of agent 2 is {0.2,0.3,0.5}.

Figure 1, the corresponding utility pair is shown by point
P = (0.5625,0.5375).

If the random device chooses A; as the first agent instead
of Az as in the above example, a similar process would lead
the agents to the outcome where the possessions of A; and
Az are {0,1,0.289} and {1,0,0.711}, respectively, and the
resultant utility pair is P> = (0.5445, 0.5555), shown in Fig-
ure 1. Both the outcomes, P; and P», lie on the Pareto-
frontier.

4. CONCLUSIONSAND FUTURE WORK

In multi-issue negotiation between two rational agents,
there is a trade off between the quality of the agreement
reached and the amount of information revealed. We pro-
posed one protocol, where rational agents, without prior
knowledge of the opponent preference, are guaranteed to
reach a stable, envy-free, Pareto optimal solution if their or-
dinal preference rankings are identical. For arbitrary agent
preferences, this protocol will lead rational agents to Pareto
optimal solutions in most cases or otherwise very close to
the Pareto optimal solutions while revealing minimal infor-
mation.
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